
Dr. Marques Sophie Linear algebra Fall Semester 2015
Office 519 marques@cims.nyu.edu

Exam

Justify all your answers completely (Or with a proof or with a counter example) unless
mentioned differently. No step should be a mystery or bring a question. The grader cannot
be expected to work his way through a sprawling mess of identities presented without a
coherent narrative through line. If he can’t make sense of it in finite time you could lose
serious points. Coherent, readable exposition of your work is half the job in mathematics.
You will loose serious points if your exposition is messy, incomplete, uses mathematical
symbols not adapted...

Problem 1 : (120 pt)
Let

A “

¨

˝

7 ´4 4
´4 5 0
4 0 9

˛

‚

1. Why A is orthogonally diagonalizable ?

2. Give the definition of characteristic polynomial of A AND compute it.

3. Double check that 1 is a root of this characteristic polynomial. THEN,
factorize pλ ´ 1q from the characteristic polynomial ppλq, that is, find
integers a, b and c such that

ppλq “ pλ´ 1qpaλ2
` bλ` cq

4. Deduce all the eigenvalues for A and their multiplicities.

5. Without any computations, deduce the dimension of each eigenspace.
Explain.

6. Compute an orthonormal basis for each eigenspace.

7. Orthogonally diagonalize A. Compute the inverse of P in the formula,
P being the matrix which orthogonally diagonalize A.

8. Deduce the spectral decomposition of A.

9. Compute An, for n PN.

10. We define the quadratic form Qpxq “ xTAx with x “

¨

˝

x1
x2
x3

˛

‚P R3. Find

a change of variables y “ Ux such that the new quadratic form induce
by this change of variables has no cross product.

11. Is Q indefinite ? positive definite ? negative definite ?
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12. Let x0 P R3. Consider the differential equation

Axk “ xk`1

Give the form of the general solution for this equation in term of the
eigenvectors and the eigenvalues of A.

Solution :

1. A symmetric.

2. detpA´ λIq “ ´λ3 ` 21λ2 ´ 111λ´ 91
3. pp1q “ 0 THEN, factorize pλ ´ 1q from the characteristic polynomial ppλq, that

is, find integers a, b and c such that

ppλq “ detpA´ λIq “ ´pλ´ 1qpλ´ 13qpλ´ 7q

4. 1 multiplicity 1 and 13 multiplicity 1 and 7 with multiplicity 1.

5. A diagonalizable implies dimpNulpA´Iqq “ 1, dimpNulpA´7Iqq “ 1 and dimpNulpA´
13Iqq “ 1.

6. An orthonormal basis for the eigenspace of λ “ 13 is u1 “

¨

˝

2{3
´1{3
2{3

˛

‚, for the

eigenvalue λ “ 7 u2 “

¨

˝

´1{3
2{3
2{3

˛

‚ and one for the eigenspace of λ “ 1 is u2 “

¨

˝

2{3
2{3
´1{3

˛

‚

7. Let

P “

¨

˝

´2{3 ´1{3 2{3
´1{3 2{3 2{3
2{3 2{3 ´1{3

˛

‚

D “

¨

˝

13 0 0
0 7 0
0 0 1

˛

‚

P´1
“ PT

and A “ PDP´1.

8.
A “ 13u1uT

1 ` 7u2uT
2 ` u3uT
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9.
An
“ PDnPT

where

Dn
“

¨

˝

13n 0 0
0 7n 0
0 0 1

˛

‚
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10. Take U “ P that is y “ Px, then xTAx “ yTDy “ 13x2
1 ` 7x2

2 ` x2
3.

11. Q is positive definite since we have only positive eigenvalues.

12. Since tu1,u2,u3u form a basis for R3. Thus there are c1, c2, c3 scalar such that
x0 “ c1u1 ` c2u2 ` c3u3 Then xk “ c113ku1 ` c27ku2 ` c3u3.

Problem 2 : (70 pt)
Let

A “

¨

˝

´3 1
6 ´2
6 ´2

˛

‚

1. Let A “ UΣVT be the singular value decomposition of A. Describe and
give the properties that U, σ and V.

2. Give the definition of the singular value of A AND find them. Deduce
the rank of A AND Σ.

3. Find the columns of V. Explain all your work.

4. Deduce a basis for ColpAq, AND deduce the first column u1 of U.

5. Write the equation satisfied by any vector x P R3 orthogonal to u1 AND
find an orthonormal basis for the solution set of this equation.

6. Deduce U.

7. Give the singular value decomposition of A.

Solution :

1. U is a orthogonal 3ˆ3 matrix, Σ is a 3ˆ1 matrix mostly 0 entries expect for the
diagonal part containing the singular values and V is an orthogonal matrix 2ˆ 2
matrix.

2. The singular values are the square roots of the eigenvalues of ATA. We find σ1 “ 90
and σ2 “ 0. The rank of A is equal to 1 the number of singular values. Thus

Σ “

¨

˝

3
?

10 0
0 0
0 0

˛

‚

3. The column of V are the eigenvectors of ATA.
We find

V “

ˆ

3{
?

10 ´1{
?

10
1{
?

10 3{
?

10

˙

4. Deduce a basis for ColpAq, AND deduce the first column u1 of U. We have proven
in class that tAv1u is a basis for ColpAq. So normalizing them, we get u1 “
¨

˝

´1{
?

3
2{
?

3
2{
?

3

˛

‚.

3



5. The equation is given by uT
1 x “ 0, then an orthogonal basis for this system of

equation is u2 “

¨

˝

2{3
´1{3
2{3

˛

‚and u3 “

¨

˝

2{3
2{3
´1{3

˛

‚.

6. Thus

U “

¨

˝

´1{3 2{3 2{3
2{3 ´1{3 2{3
2{3 2{3 ´1{3

˛

‚

7. And
A “ UΣVT

Problem 3 : (20 pt)
Given subspaces H and K of a vector space V, the sum of H and K, written
as H ` K is the set of all vectors in V that can be written as the sum of two
vectors one in H and the other in K, that is

H ` K “ tw,w “ u` v, f or some u in H and some v in Ku

1. Show that H ` K is a subspace of V.

2. Suppose that H and K are finite dimensional with basis respectively
th1, ¨ ¨ ¨ , hsu and tk1, ¨ ¨ ¨ , ktu. Prove that th1, ¨ ¨ ¨ , hs, k1, ¨ ¨ ¨ , ktu is a spanning
set for H ` K.

Solution :

1. Let u and v in H ` K and c scalar. then u “ h1 ` k1 and v “ h2 ` k2 with hi P H
and ki P K, thus

u` v “ ph1 ` h2q ` pk1 ` k2q

where h1 ` h2 P H since hi P H and H a subspace and k1 ` k2 P K since ki P K and
K a subspace so u` v P H ` K

cu “ pch1q ` pck1q

where ch1 P H since h1 P H and H a subspace and ck1 P K since k1 P K and K a
subspace

2. We can see that H ` K “ Spanth1, ¨ ¨ ¨ , hs, k1, ¨ ¨ ¨ , ktu. Indeed, let u P H ` K then
there is h P H and k P K such that u “ h` k since th1, ¨ ¨ ¨ , hsu is a basis of H then
h “ c1h1 ` ¨ ¨ ¨ ` cshs and tk1, ¨ ¨ ¨ , ktu is a basis of K then k “ d1k1 ` ¨ ¨ ¨ ` dtkt. So
u “ c1h1 ` ¨ ¨ ¨ ` cshs `1 k1 ` ¨ ¨ ¨ ` dtkt.

Problem 4 : (10 pt)
Let T : V Ñ V and S : V Ñ V be linear maps where V is a vector space. Prove
that the composite T ˝ S is also a linear map.

Solution : Let v1, v2 P V and c a scalar. Then

T ˝ Spv1 ` v2q “ TpSpv1q ` Spv2qq “ TpSpv1qq ` TpSpv2qq
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T ˝ Spcv1q “ TSpcv1q “ cT ˝ Spv1q

So T ˝ S is linear.

Problem 5 : (20 pt)

1. Prove that the set B “ t1´ t2, t´ t2, 2´ t` t2u is a basis for P2 the set of
polynomial of degree at most 2 ;

2. Find the coordinate of pptq “ 1` 3t´ 6t2 relative to B.

Solution :

1. We put the coordinate into a matrix an observe we have a pivot position in every
row, thus we have a basis.

2. You should find

rpsB “

¨

˝

3
2
´1

˛

‚

Problem 6 : (20 pt)
Let V be the space Cr0, 1s of the continuous function on r0, 1s. We define on
it the inner product

ă f , g ą“
ż 1

0
f ptqgptqdt, @ f , g P Cpr0, 1sq

Let W be the subspace of V generated by 1, t.
1. Identify W with a vector space seen in class.

2. Construct a orthonormal basis for W for the inner product defined
above, using the Gram Schmidt process.

Solution :

1. W “ P1 the set of polynomial of degree at most 1.

2. Let pptq “ 1 and qptq “ t.
ă p, p ą“ 1 so p is already normalized.
ă p, q ą“ 1{2 Take p1 “ p and

q2 “ q´
ă p, q ą
ă p, p ą

p “ t´ 1{2

and ă p2, p2 ą“
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